
DRAFT DOCUMENT,  Christopher Dabrowski, 9/10/2007 

 1

DRAFT  
GGF Informational Document 

 
Reliability in Grid Computing Systems 

 
Christopher Dabrowski and others? 

(author or editor) 
U.S. National Institute of Standards and Technology 

cdabrowski@nist.gov 
http://gridreliability.nist.gov/ 

 
 
Abstract: This informational document surveys the state of current work in grid system 
reliability and identifies major issues of concern to practitioners and researchers. The 
survey identifies contemporary practices for ensuring reliability in both scientific and 
commercial grids and describes research intended to support development of reliable 
future, large-scale global grids. The survey helps bring to light technical issues and 
research problems that need to be addressed in order to implement more reliable and 
robust grid systems. This provides a basis for identifying requirements for capabilities 
needed to ensure high levels of reliability in current and future large-scale grid systems. It 
also provides a basis for preliminary requirements for methods and tools to measure grid 
and WS system reliability. Of special interest are current practices and research that 
provide insight on how use of WS and grid standard specifications may affect system 
reliability. Specifications that may need to be evolved to better support grid reliability are 
identified. This document is intended to serve as a resource for grid reliability issues for 
researches, implementers, and specification developers. 
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 Reliability in Grid Computing Systems 

 
1. Introduction 
 
In recent years, grid technology has emerged as an important tool for solving compute-
intensive problems within the scientific community and industry.  To further the 
development and adoption of this technology, researchers and practitioners from different 
disciplines have collaborated to produce a set of standard specifications for web and grid 
services. These specifications are intended for use in creating software components that 
will enable development and operation of large-scale, interoperable grid systems. 
However, if the potential of grid technology is to be realized in large-scale industrial and 
scientific computing environments, it also will be critically important to develop methods 
for ensuring the reliability of large-scale grid systems and to ensure specifications are 
created that support high reliability.  Predictably and somewhat understandably, the 
investigation of reliability issues for grid systems has been less extensive thus far, than 
efforts to develop basic capabilities. This document addresses this gap by providing a 
survey of current work on grid reliability, undertaken by researchers and practitioners in 
academe, industry, and government1, and identifying technical issues and problems of 
special concern. This current work provides a basis for identifying preliminary 
requirements for capabilities that need to be developed in order to establish and maintain 
high levels of reliability in large-scale grid systems. This document also provides 
preliminary requirements for metrics on grid and WS system reliability. Also of special 
interest are current practices and research results that provide insight on how use of WS 
and grid standard specifications may affect system reliability. Specifications that may 
need to be evolved to better support reliability are identified. Once finalized, this 
document will serve as a guide on reliability issues to researchers in grid reliability, 
implementers of grid systems, and to working groups developing specifications. 
 
The term reliability, as used in this document, refers to the ability of a grid system to 
effectively provide its intended service over time. Fault tolerance refers to the ability to 
provide this service in the face of faults among system components and is a key strategy 
for improving system reliability. The survey of grid reliability provided in this document 
is facilitated by decomposing a grid system into four major topical areas of concern that 
can be treated separately.  
 

• First, is the reliability of the hardware and software computing resources 
accessible through the grid. This includes grid computing resources such as 
processor clusters, supercomputers, storage devices, and related hardware, 
together with the software for managing these resources. Grid resources also 
include software components accessible through the grid that are engaged by 
users to perform various functions, such as data mining and other analysis. In data 

                                                
1 Certain commercial entities, equipment, or materials may be identified in this document in order to describe an 
experimental procedure or concept adequately. Such identification is not intended to imply recommendation or 
endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, 
materials, or equipment are necessarily the best available for the purpose. 
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grids, data stores and data sets are grid resources as well. Using the WSRF 
framework [Ogf2006a] as a basis, grid resources will be implemented in future 
grids as web services. Hence, grid resources are often viewed simply as services. 

• Second are the core grid infrastructure and resource management services whose 
responsibility is to manage allocation of, and access to, grid resources by users 
and user applications.  This includes a sizable collection of management services 
for discovery, negotiation, execution management, status notification, security, 
and related functions. The infrastructure and resource management services are 
the core of the grid function whose reliability is essential to the overall reliability 
of the grid. These also are likely to be implemented as web services.  

• Third, there is a need to address the reliability of underlying connection and data 
transport facilities used by the grid, or the grid network. Discovering and securing 
necessary grid resources and executing grid applications require substantial 
numbers of individual messages. Executing grid applications may require reliable 
transport of large data sets among distributed application components.  Therefore, 
grid message exchange and data transport must be reliable and operate in the face 
of faults in lower-level transport components.  

• Fourth, reliability of a grid system should also be viewed from an overall system 
perspective. There are two approaches to viewing the grid from an overall 
perspective: the first is to consider the effect on reliability of the overall design, or 
architecture, of the grid.  The second is to view the grid as a complex system, in 
which the cumulative actions of large numbers of components can lead to 
emergent global behaviors that might have unexpected impacts on reliability.  

 
The four topical areas are based on the assumption that grid system reliability is provided 
by the grid itself. That is, ensuring the reliability of grid resources, infrastructure and 
management services, and the grid network is the responsibility of the providers or 
managers of these various resources and services. However, reliability may also be 
provided by the end user or user application. The existence of these two alternative 
sources for providing reliability raises significant issues that are addressed in this study.  
 
This document is organized as follows. Section 2 discusses definitions of major terms and 
concepts that underlie this study and are used in subsequent sections.  In section 3, the 
four major areas of grid reliability identified above are surveyed. In each area, known 
state-of-the-art practices and solutions are summarized, together with research into major 
issues and problems of concern. In section 3, the grid service provider is assumed to be 
source of reliability capabilities. Section 4 discusses the role of the user or application in 
providing reliability.  Section 5 uses the discussion in the preceding two sections to 
propose preliminary requirements for reliability capabilities that will be needed for future 
large-scale grid computing systems, including such items as specification development 
and component testing.  These requirements are not intended to be definitive, but rather 
to stimulate discussion on the topic. Section 6 presents initial work on reliability metrics 
and provides some preliminary requirements for measuring reliability. Section 7 
summarizes and concludes. Section 8 lists references. The appendix provides a cross-
reference list for references and the various grid reliability subject areas. Finally, it is 
important to note areas that are out of the scope of this document. These are security, 
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which is an extensive subject that should be treated separately and integrity of physical 
sites, which is similarly studied extensively elsewhere. 
 
2. Definitions 
 
This section reviews key definitions and terminology used in this informational 
document. Avizienis and his colleagues [Aviz2004] provide an extended set of 
definitions and taxonomy of reliability concepts that provide a basis for this terminology.  
This section also identifies terms that must, of necessity, be sometimes used differently. 
 
2.1 Definitions of Grid Services and Grid Resources 
 
The definitions of grid services and grid resources are key in this document. In 
[Aviz2004], a �correct service is delivered when the service implements the system 
function,� where a system is an entity that interacts with other entities. The �function of a 
system is �what the system is intended to do and is described by the functional 
specification in terms of functionality and performance.� Further, [Aviz2004] goes on to 
state that �a service delivered by a system (in its role as a provider) is its behavior as it is 
perceived by its user(s).� The term resource, or grid resource, as used here in this 
document, corresponds to the term system as used in [Aviz2004]. As described above, 
grid resources include processors that execute code and data, together with the software 
for managing execution. Grid resources also include software components that are 
implemented as web services, using the WSRF framework [Ogf2006a], as well as data 
sets in data grids. It appears intuitively obvious and consistent to say that grid resources 
are systems that provide services to users of a grid, in the sense used in [Aviz2004]. 
However, this document is also based on the works of authors who may use these terms 
slightly differently. For instance, because of the prevalence of the term grid service and 
web service in the literature, this document will, on occasion, use the term grid service in 
place of grid resource. This is necessary when reviewing work where the term service is 
used, rather than resource. This is similarly necessary when discussing research work that 
assumes concepts such as services encapsulating resources. It is also desirable when 
discussing widely-used, but perhaps not well fleshed out concepts, such as grid 
infrastructure and management services or middleware services. 
 
2.2 Definitions of Reliability, Availability, Dependability, and Fault Tolerance 
 
In this document, the key term reliability is the �continuity of correct service� in the 
meaning of [Aviz2004], while availability is �readiness for correct service.�  Reliability 
can be therefore be thought of as the ability of a resource to provide correct service over 
time, while availability is the ability, or potential, to provide correct service at any 
particular time. Perhaps it is easiest to visualize reliability as the proportion of time a 
resource provides correct service, while availability is the probability or likelihood of 
doing so. In this study, the term reliability generally will be used in preference to 
dependability, which has a more subjective definition. In [Aviz2004], dependability �is 
the ability to deliver service that can justifiably be trusted. This definition stresses the 
need for justification of trust. The alternate definition that provides the criterion for 
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deciding if the service is dependable is the dependability of a system is the ability to 
avoid service failures that are more frequent and more severe than is acceptable.�  The 
more concretely defined term reliability is preferable because it allows unreliable systems 
and behavior to be more readily discerned.  However, the term dependability will be 
retained when reviewing work of researchers who also use this term.  
Finally, faults are deemed to be causes of errors in the behavior of systems that lead to 
providing incorrect service and failures. The term fault tolerance refers to the ability for a 
grid resource or resources to continue to provide service and avoid failure in the presence 
of faults. Fault tolerance can be roughly equated to the concept of resilience, a term 
which is used less often in the literature.  The term robustness is sometimes used to 
indicate fault tolerance in the face of faults that are external to a system. Fault prevention 
refers to preventing the occurrence or introduction of faults, which for software 
components may be accomplished through rigorous developmental methodology.  Fault 
removal is the process of reducing the number of faults, which can be accomplished 
either through rigorous testing procedures or after detection and isolation of faults in an 
operational system. In this study, fault prevention, removal, and tolerance are considered 
to be means by which grid reliability is achieved. 
 
For purposes of this document, any term encountered below that is not explicitly defined 
above will be assumed to be defined as in [Aviz2004]. 
 
3. Current Practices and Research on Grid System Reliability 
 
This section surveys research and methods for improving reliability in the four major 
subject areas identified in the introduction. In some cases, reliability solutions have been 
developed with a view toward future large-scale grid systems in which grid resources and 
management services are of heterogeneous origin and may be separated by administrative 
an firewall barriers. These services will be implemented as web services. Moreover, grid 
systems will be increasingly dynamic, in the sense that resources will be constantly 
joining and leaving the grid, so that characteristics of a resource being used cannot 
always be fully known. Under these circumstances, the chances of executing typically 
long-running grid applications involving non-trivial workflows and many resources 
without encountering a fault diminishes. For this reason, real-time fault tolerance is seen 
as very important for ensuring reliability in grid computing. Researchers have therefore 
focused on methods for improving fault tolerance of grid resources, resource allocation 
and management services, and grid networks. Fault removal, through testing and 
certification, has thus far received less attention, an issue which is also addressed below. 
 
Fault tolerance consists of fault detection and recovery. [Aviz2004]. Fault detection 
involves isolation and identification of a fault so that the proper recovery actions can be 
initiated. Generally, in computer systems, recovery is based on redundancy that can take 
either temporal or spatial form.  Temporal redundancy involves repeated attempts to 
restart failed resources or services. Spatial redundancy involves leveraging multiple 
copies of resources. Spatial redundancy has been of most concern to grid system 
researchers, who have focused on two basic approaches: (1) migration of a process from 
failed to an operating environment, and (2) maintaining a sufficient number of replicas of 
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a process, executing in parallel with identical state, so that one is always available to 
continue a process. 
 
This section will review fault tolerant solutions to enhance reliability of grid resources 
(section 3.1), grid resource allocation and management services (section 3.2), and grid 
communications and data transport services (section 3.3). Section 3.4 will discuss 
methods for ensuring reliability that are based on an overall system perspective. These 
discussions are based on the assumption that reliability capabilities are provided from 
within the grid system itself. Section 4 covers reliability originating in the user 
application. 
 
3.1 Fault Tolerance of Grid Resources. 
 
This section treats the topic of current methods for fault tolerance in grid resources being 
developed within academe and industry. Not surprisingly, fault tolerance in grid systems 
are based on methods used in previous generations of high-performance (HP) computing 
systems. Therefore, of special interest here is new work that is specific to grids or that has 
been adapted for grid systems from HP computing systems and cluster computing as well 
as from related technologies such as web services and Internet services. Of particular 
importance are web services, which by virtue of the WSRF, provide the technical base for 
future grid computing. The section first addresses the topic detecting faults in grid 
resources in section 3.1.1. Section 3.1.2 addresses methods for recovering from faults. 
Section 3.1.3 then addresses fault removal through component testing. 
 
3.1.1 Fault Detection 
 
Fault detection is an important area of research for future large-scale grids. In today�s 
grids, fault detection is often accomplished using contemporary network monitoring tools 
such as SNMP [Ietf2002a]. As grid systems become larger, increasingly dynamic and 
heterogeneous, and more distributed, fault detection systems must be developed that are 
scalable and efficient. The traditional mode of monitoring components with recurring 
heartbeat messages may not be scalable under all circumstances in a grid system. 
Similarly, problem diagnosis based on detailed knowledge of network structure and 
service operation, prevalent in today�s SNMP-based systems, is not likely to scale or be 
effective in heterogeneous, dynamic environments. In large-scale grids, administrative 
boundaries and firewalls may pose problematic barriers to efficient fault detection. In 
addition, the fault detection systems must themselves be resilient and not be vulnerable to 
a single-point of failure; they must also be able to automatically reconfigure in the face of 
changing circumstances. Many efforts therefore focus on developing fault detection 
solutions for grid systems that are scalable, efficient, and work in the presence of 
administrative barriers. Further, these fault detectors must themselves be highly reliable. 
Other efforts concentrate on detecting faults that are hard to isolate, but could seriously 
impair grid computations. Some work also focuses on distinguishing between different 
types of faults in order to effect alternative recovery actions. These challenges also 
suggest that research is needed on scalable methods for fault isolation and diagnosis 
specific to grids that are not affected by dynamism or administrative barriers. 
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Early work on Globus systems resulted in a fault detector, which decoupled monitoring, 
detection, and notification functions in order to provide greater deployment flexibility 
and efficiency [Stel1999]. Later, Horita and his associates [Hori2005] proposed a fault 
detection system which leverages earlier work on group membership protocols 
[Gupt2001], [Das2002]. In this system, individual processes in a computing grid are 
monitored by a small group (4 or 5) of randomly chosen processes on remote nodes. The 
monitoring processes automatically establish a Transmission Control Protocol (TCP) 
connection to the monitored process and periodically transmit short messages (heartbeats) 
to check if the connection is alive, thus creating a kind of virtual monitoring network 
within a grid. When a monitored connection fails, notifications are propagated through 
the monitoring network. Experimental results demonstrate scalability within small 
clusters of nodes on the order of hundreds (approximating grid sites containing LANs). In 
[Jain2004], a failure detection protocol is presented in which grid resources are organized 
in heartbeat groups on the basis of physical network topology reflected in Internet 
addresses. Each group member is monitored by a leader node, which is made redundant 
for fault tolerance purposes. The total number of heartbeats required to monitor all 
resources is shown to scale with a computational complexity of O(n), where n is the 
number of heartbeat groups in a grid.  
 
Work has also begun on detection techniques that differentiate between fault types that 
occur in grids. The OASIS specification WS-BaseFaults [Oasi2004b] provides a basis for 
standardizing different fault types.  Jitsumoto and colleagues [Jits2007] have developed a 
detector that differentiates between hardware faults, process faults, and transmission 
faults; users are allowed to pre-select a recovery procedure to be invoked in response to 
occurrences of particular fault types. A combined fault detection and recovery method for 
transient process faults is presented in [Xian2006] that is based on an adaptive 
checkpointing scheme. In this approach, checkpoints are taken on replicated processes 
executing in parallel to compare states and discover faults that produce erroneous 
computations; if a fault is found, both processes are rolled back to the last consistent 
state. Checkpoint intervals are dynamically varied and determined by the frequency of 
detected faults.  This approach was found to reduce overall process execution time in grid 
workflows consisting of multiple tasks. Other researchers are working on methods to 
isolate faults that originate at a particular component and propagate across a grid network 
[Li2006]. Kola and others [Kola2005] report work on hard-to-detect faults in the Condor 
distributed computing system, developing a model of �silent� fault types, which are 
characterized by not immediately indicating their presence after occurrence. In 
[Duar2006], a diagnostic approach is proposed for executing real-time tests on groups of 
interdependent grid components in order to isolate the origin of a fault and determine 
recovery actions. Results of tests are reported in a Globus-based system. 
 
Finally, work has been reported on detection of Byzantine faults in grid systems, which 
disrupt computations, but are not caused by events such as wholesale crashes or link 
failures and are not easily traceable by examining related processes, messages, or data 
[Mogi2006], [Wang2006]. Byzantine faults are caused, for example, when equipment 
periodically or randomly malfunctions due to aging, sabotage or external damage or is 
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subjected to transient events such as electromagnetic interference. Byzantine faults are 
potentially dangerous to long-running, parallelized applications because hard-to-detect, 
recurring errors to a single component can disrupt an entire computation. This, in turn, 
can result in lower user confidence in a grid system.  
 
In research on technologies related to grids, a fault detection scheme was developed for 
large, dynamic Internet service environments [Chen2002a] that is likely to be relevant to 
grid systems.  Here, data clustering analysis of failed client request messages to remote 
services is used to diagnose faulty component services. This system does not require 
knowledge of network structure or services being analyzed, in contrast with current 
technology that uses event correlation and detailed component dependency graphs, such 
as [Choi1999], [Grus1998], [Yemi1996]. In [Keya2002], an approach is presented for 
detecting and reacting to malicious attack in Gnutella-based peer-to-peer networks. 
 
3.1.2 Research in Recovery Methods for Grid Resources 
 
As in other computing systems, exploitation of component redundancy is the basis for 
fault tolerance and recovery in both research and commercial grid systems. This section 
begins with a discussion of checkpoint and process migration, a well-known technique 
for leveraging resource redundancy to move a process from a failed to an operational 
computing environment where it can be resumed. The section then describes research on 
replicating grid resources and services, in which multiple copies of a process or service 
run simultaneously to perform a grid computation. In principle, failure of a primary copy 
allows a replica to seamlessly take its place. Finally, the section reviews some of the 
considerable body of work on replication of data in data grids.  
 
3.1.2.1 Checkpoint and Recovery through Process Migration   
 
Taking checkpoints is the process of periodically saving the state, or snapshot, of a 
running process to durable storage. If the process is unable to complete, it can be 
restarted from the point at which it was last saved, known as its checkpoint. Processes 
whose checkpoints are taken can be later restarted on the same processor, or migrated to 
a different processor. The migration of a process, that is unable to continue on its original 
processor to another processor, is sometimes known as failover. While checkpoint 
procedures can be used in connection with other fault tolerant methods (as for failure 
detection), they are most often employed with process migration. This section considers 
checkpoint and process migration methods that are provided by the grid system and are 
transparent to the application and the user. The OGF checkpoint and recovery 
specification GridCPR [Ogf2005a] also addresses this function but appears to be written 
from the point of view of the application. Methods that originate from the application are 
discussed in section 4.  
 
Many scientific and commercial grid systems provide checkpoint and process migration 
techniques that involve adaptation and extension of methods used in current high-
performance cluster computing systems.  These grid systems consist of interconnected 
clusters controlled by servers. In some cases, a fault-tolerant grid infrastructure is 
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provided where replicated server managers supervise a compute node cluster.  Failure of 
any single manager results in transfer of its function to another manager, while failure of 
a compute node results in similar transfer of an ongoing process to another node. In this 
manner individual clusters preserve a logical structure in which a manager continues to 
supervise a set of compute nodes. Some commercial products include cluster computing 
components that can be assembled into grid systems as for example. Here, fault tolerant 
grid capabilities can be provided for controller and compute nodes by deploying and 
configuring components that monitor processes, take checkpoints, detect faults, and 
migrate processes. Using such components, a number of deployed grid systems have been 
described at vendor web sites that provide fault-tolerant capabilities. 
 
In research grids based on cluster computing systems, early efforts at using checkpoint 
and process migration in grid systems were reported in [Lanf2002]. The Condor 
distributed processing system [Cond2007] provides site server fault tolerance by 
replicating servers and employing process migration when the primary fails. Earlier work 
on enhancing checkpoint and process migration techniques in Condor to permit dynamic 
relocation and re-linking of proprietary executables in foreign administrative domains is 
discussed in [Zand1999]. A survey of research on process migration methods in high-
performance computing environments is provided in [Milo2000]. In the HA-OSCAR 
research system [Lean2004] [Liu2005] [Lima2005a] [Lima2005b], fault tolerance in grid 
site servers, or cluster head nodes is improved by taking checkpoints of job-queue 
information and updating a hot-standby backup server. If the primary server fails, the 
backup is provided with more up-to-date job-queue information, which allows faster 
restart of in-progress jobs. A similar fault-tolerant feature is added to the implementation 
of GridFTP. In [Liu2005], a scheme for taking coordinated checkpoints is employed for 
parallel processes managed by a server, in which failure of one process necessitates 
rollback of all processes. The ABARIS system [Jits2007] flexibly responds to different 
types of faults (process, hardware, etc.) by allowing the user to select different recovery 
strategies (process restart, process migration, or substitution of a replica process) to 
respond to occurrence of different fault types. Grid systems composed of computing 
clusters, such as OSCAR, ABARIS, and others, often use the Message Passing Interface 
(MPI) specification for parallel computing systems [Mpi2003] to enable communication 
between server and processes, as well as between processes. MPI provides basic error 
handling features, for which a number of researchers have proposed extensions 
[Louc1998], [Bosc2002], [Grah2002] [Batc2004], [Gabr2003], [Woo2003], [Yeom2006], 
and [Bout2005].  
 
A particularly important issue for parallel processes in grids is synchronization of 
checkpoints among multiple parallel processes that continuously interact through 
message passing. As these processes send messages to each other, they also cause 
changes to each others internal states, which together form a larger, collective state that 
rapidly evolves over time. These situations require coordinated checkpoint schemes to 
capture a consistent view of the larger, collective state. Taking coordinated checkpoints is 
a difficult problem because it must resolve messages in transit at the time the checkpoint 
operation takes place. These in-transit messages must be accounted for to save a 
consistent collective state and provide a common restart point in the event of failure. 
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Elnozany and others survey coordinated checkpoint schemes for distributed systems in 
[Elno2002]. A proposal for a fault-tolerant version of MPI, FT-MPICH that employs 
coordinated checkpoints was developed for grid environments by Yeom and other 
researchers [Yeom2006] [Woo2003]. FT-MPICH takes coordinated checkpoints of 
interacting parallel processes, requiring processes to block (halt) during the checkpoint 
procedure in order to synchronizing states. An MPI extension that also employs 
coordinated checkpoints and blocks processes was proposed by Bouteiller and colleagues 
[Bout2005], while [Jits2007] implements a coordinated checkpoint scheme from 
[Elno2002]. In [Bunt2007] different coordinated checkpoint protocols were compared. 
The results of this analysis indicated that blocking processes to coordinate checkpoints 
reduced efficiency and required more overhead; however, protocols that did not block 
processes suffered from implementation issues.  The requirements of scientific and 
commercial process workflows in future grid systems suggests that additional 
investigation will be needed to assess the impact of scalability and physical distance on 
different checkpoint coordination schemes and to examine such issues as clock 
synchronization across time zones.  
 
3.1.2.2 Grid Resource Replication 
 
Grid resource replication, as used here, assumes that redundant grid resources 
simultaneously perform an identical computation and have identical state. The goal of 
replication is to ensure at least one replica is always able to continue the computation if a 
failure occurs. This manner of replicating processes is sometimes known as providing a 
hot standby. This section will review work on use of replicated resources to improve fault 
tolerance. To date, researchers have investigated algorithms for determining optimal (or 
near-optimal) number and placement of replicas intended to increase fault tolerance and 
lessen management overhead.  Also critical is the issue of synchronizing replica 
computations to ensure they are the same. Thus far, a comprehensive understanding is 
lacking of tradeoffs between the increases in fault tolerance gained through replication 
versus overhead necessary to manage and synchronize replicas. Similarly, there has been 
no comparative analysis of the combination of checkpoint and process migration resource 
replication, to determine when best to use either technique. 
 
Lee and Weismann describe a dynamic service replication approach that adapts to 
changing user demand [Lee2001], implemented in the Legion distributed computing 
system [Natr2001]. An early attempt by industry researchers to compare different 
algorithms for placing services in dynamic, distributed systems from the standpoint of 
overall system fault-tolerance is [Andr2002]. In [Verm2003], the SRIRAM system is 
presented for automatic replication of computing resources in distributed environments.  
Here, resources are members of networks, or meshes, which can be searched to find 
nodes on which grid processes can be replicated. Search of large meshes is made more 
efficient through organization of its participant resources in a spanning tree structure and 
through intermediate caching of query results for reuse. Participants in the mesh operate 
securely and anonymously, allowing some possibility of operating across administrative 
boundaries. The approach is intended for use in grids and peer-to-peer networks to enable 
deployment of services with higher availability and better fault tolerance.  
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Within the e-Demand project, [Town2005] proposed a replication method for web-
service-based grids that detects faulty computations. Here, a computation is executed by 
parallel multiple service replicas. The results are evaluated through a voting process to 
select which replica should return its result to the user. Since a single service replica may 
itself be composed of a workflow consisting of multiple services, this approach identifies 
faulty services used in more than one replica workflow and eliminates the related service 
replicas from the voting.  Experiments using a testbed demonstrated this approach 
improves fault tolerance in service compositions.  
 
[Zhan2006a] address the problem of efficiently coordinating consistent states among 
service replicas that behave non-deterministically in asynchronous commercial and 
scientific grid systems. The researchers propose an optimized version of the Paxos 
algorithm for synchronizing replicas in distributed environments [Lamp2001] and 
demonstrate the efficiency of their approach under both local and wide-area conditions.  . 
In earlier work [Zhan2004], a more traditional primary-backup approach was used to 
investigate replication of Grid Services implemented with the Open Grid Services 
Infrastructure (OGSI) and the Globus toolkit. Here, it was found that the strategy could 
be readily implemented and resulted in higher service availability in local area 
environments; however, the overhead costs imposed by OGSI notification were 
significant.  
 
Valcarenghi [Valc2005] presents a service replication approach in which replicas are 
located in proximity to each other to form service islands in a network. Different replica 
configurations are evaluated using a Mixed Integer Linear Programming model to 
determine which choice of islands exhibits higher fault tolerance. The approach is shown 
to enable recovery of a high percentage of long distance inter-service connections and has 
advantages in minimizing the number of replicas needed, thus simplifying the process of 
generating and synchronizing replicas. In [Lac2006], work on an experimental resource 
allocation system in a telecommunications grid is reported that employs dynamic process 
replication to provide fault tolerance and enable fulfillment of terms of service level 
agreements. In [Abaw2004], a method for scheduling jobs redundantly at different sites 
in a compute grid is presented, assuming a grid in which processors are underutilized. 
The method reported here does not consider cost of resource use.  
 
In the area of web service research on replication, Hillenbrand and colleagues [Hill2005] 
explore dynamic binding of web service replicas to ensure selection of operational 
services at run time and thus achieve greater service availability in voice-over-IP 
environments. In [Sant2005], a system for managing replica web services is proposed as 
part of an overall scheme for web service fault tolerance that is based on FT-CORBA, 
while in [Marc2001], a CORBA service replication management system is described. 
Also related is work by Microsoft researchers [Qui2001] comparing alternative 
algorithms for placement of replicated web servers.  
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3.1.2.3 Replication in Data Grids 
 
Data replication and replication management have been issues of long standing in grid 
systems and have also been implemented commercially. Early research on data grids 
predicted the benefits from data replication for performance, data availability, and fault 
tolerance [Cher1999], [Hosc2000], [Stoc2001]. However, many studies emphasize 
performance and efficiency improvements obtained through data replication rather than 
improved reliability. In contrast, a number of studies have sought to improve reliability of 
the replica management service, rather than the data itself, by decentralizing these 
management services and thereby making these services more fault tolerant. Hence in 
data replication, both redundancy of the data and the data replication services are research 
issues. However, here as in resource replication, no work appears to address the issue of 
replication across administrative or firewall boundaries. 
 
In [Rang2001], a simulation system is described for evaluating performance, expressed in 
terms of response times, of different data replica placement strategies in a data grid. In 
[Dull2001], an approach is proposed for maintaining consistency of replicated data. In 
[Lame2002], a data replica management system is described that is intended to improve 
access efficiency, partly by using a cost function to place replicas at locations so as to 
minimize access and storage costs. Simulation results are provided that show improved 
query response times. Bell and his colleagues [Bell2002], [Bell2003] examined different 
data file replica placement algorithms, including an economic approach, comparing these 
approaches on the basis of job throughput. Another study presents a scalable approach to 
replication aimed at improving efficiency of large-scale data access while reducing 
replication overhead cost [Taki2005]. In [Lui2006], two algorithms are examined for 
determining number and location of data replicas in order to balance workload in data 
grid environments where databases are hierarchical. The algorithms are shown to be 
scalable with a computational complexity of O (n log n), where n is the number of 
databases. A few studies have focused on improving fault tolerance through data 
replication. A decentralized strategy for replica generation and placement in a peer-to-
peer network is presented in [Rang2002]. This study provides simulation results showing 
the approach improves data availability. Lei and others [Lei2007] describe 3 alternative 
data replica placement optimization algorithms that provide improved data availability. 
 
A number of researchers investigated decentralization of services that manage replication 
of data in order to improve service fault tolerance. In [Cher2002] [Cher2004], a fault 
tolerant, decentralized replica location service for the Globus toolkit is described, which 
is designed to avoid a single point of failure. Here, decentralized and redundant replica 
indexes maintain consistent information about data replicas and their location. These 
studies report testbed results that document performance and scalability of the approach. 
Subsequently in [Cher2005], the design and implementation of a Globus web service-
based data replication service is presented and preliminary performance test results are 
provided using scientific datasets in wide-area environments. In related work, [Ripe2002] 
describes a decentralized replica location service that is also intended to achieve 
robustness by avoiding a single point of failure through redundant, distributed replica 
management services. This work adds other features to improve service operation, such 
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as modulation of update frequency in response to network traffic. Results are provided on 
performance of this system, but fault tolerance characteristics are not documented. In 
[Deri2004], a quorum-based protocol is described for maintaining replicated data in 
distributed environments, such as data grids, that is designed to enhance fault tolerance 
and data availability. Here, it is shown that data retrieval can succeed when as many as 
75% of replicas have failed. More recently, Zhang and colleagues [Zhan2006b] propose 
an algorithm for dynamically locating data replica servers within a grid in order to 
optimize performance, and improve fault tolerance of grid data replication services. 
 
3.1.3 Fault Removal through Testing and Code Certification 
 
Testing of components to find and remove potential future faults is a traditional and 
proven method of fault removal.  Components that have passed tests can be certified as 
having achieved a level of reliability or dependability. While testing is essential for 
achieving high levels of reliability, it has been observed in grid and distributed 
environments that even extensively tested components can produce failures when 
interacting in complicated workflows over extended time intervals. For this reason 
perhaps, methods for testing and certifying grid components receive less attention in the 
grid research community. Nevertheless, software testing to avoid faults is a precondition 
to, and basis for, fault tolerance. It is anecdotal that recovery cannot succeed if all 
replicas of a software component contain a fatal error. There is ample evidence of the 
economic cost of having inadequate methods and tools in place to test of software 
components prior to operational deployment [Demm1989], including distributed systems 
for commercial use [Rti2002]. 
 
For this reason, methods and tools are needed that are geared for measuring quality and 
discovering defects in software components that undergo interactions that are typical for 
grid systems. To date, there have been initial efforts in this area. Looker and colleagues 
[Look2004a], [Look2004b], [Look2005] report preliminary work on use of fault-injection 
to identify malfunctioning SOAP-based web services components. The approach is 
intended to analyze system designs and also to certify code. In [Look2007], an ontology-
based approach is used to generate fault injection test cases. In [Khar2004], preliminary 
work is reported on methods for assessing dependability of web service compositions, 
focusing on impact of upgrading individual components of commercial off-the-shelf 
(COTS) web service products. Song and colleagues [Song2007], [Topk2006] analyze 
GridSphere systems by creating component dependency graphs to identify crucial ‘‘hub’’ 
components, through which a large portion of system messages flow. If ‘‘hub’’ 
components contain faults, they are more likely to adversely impact overall system 
operation. Therefore, once identified, ‘‘hub’’ components can become the focus of testing 
activity. The approach is intended to be generalized for analysis of web-based COTS 
products and systems. The efforts described here represent a start toward developing 
testing technology for grids. Perhaps an important step toward developing methods and 
tools for systematic testing is to first obtain a better understanding of cost-benefits of 
testing grid components. Such a study could be used to determine which grid functions 
most require testing (some may have been subjected to extensive testing elsewhere) and 
what kind of tests would be most cost effective (component tests, integration tests, 
interaction tests, etc.).  
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3.2 Supporting Grid Infrastructure and Resource Management.   
 
A grid system requires infrastructure and management middleware services in order to 
function as a coherent entity in which users and service providers can interact and 
complete tasks. Example infrastructure and management services include service 
discovery (through directories or other service discovery facilities), scheduling and co-
allocation of grid services remote from each other, interface services to facilitate job 
submission and monitoring, remote monitoring and notification services, services for 
high-speed transfer of data and files (e.g., Grid FTP), usage and accounting services, and 
security (authentication, authorization, encryption, etc.).  Reliability of infrastructure and 
management services can be improved by the same techniques for fault tolerance and 
fault removal through testing, which are described above for grid resources in general. 
However, in contrast to grid resources, infrastructure and management services have a 
wider scope and more central function. For the grid to operate, the reliability of 
infrastructure and management services is critical. This is why work within the research 
community has been focused on methods specifically geared toward this essential class of 
services.  
 
Work on fault tolerant data replica management services [Cher2002] [Cher2004], 
[Cher2005], [Ripe2002], [Deri2004] has been described above. Early work on increasing 
survivability of secure communications services in distributed environments through use 
of redundancy was reported in [Hilt2001]. This work describes a variety of redundancy 
techniques for making security services resistant to attack, which can be used in grid 
environments. In [Juha2003], a fault-tolerant service discovery system is described that is 
built on top of the Jini Service Discovery protocol [Arno1999]. This approach exploits 
the inherent redundancy of Jini lookup services to build a distributed, hierarchical index 
of grid resources in which nodes in the hierarchy are replicated and geographically 
distributed. Experimental results from a testbed are provided to document system 
performance; however tests of fault tolerance capabilities are not reported.  
 
The ability to reschedule jobs in the face of failure is potentially an important 
infrastructure and management service function. Huedo and colleagues describe a fault-
tolerant scheduling service for Globus environments used to dynamically reschedule 
failed jobs [Hued2006]. An important job scheduling function for forming workflows is 
co-allocation, or co-scheduling, of grid services so that they can be simultaneously 
available. Different methods of co-allocating resources in grid environments were studied 
early on in [Czaj1999], [Anan2003] and most recently in [Kuo2005], [Macl2006], 
[Wald2006], and [Yosh2005]. [Czaj1999] and [Anan2003] discuss mechanisms to allow 
users to react to, and overcome, failures of the services being aggregated. Fault tolerance 
of the co-allocation service itself is addressed in [Macl2006]. The co-allocation service is 
designed to leverage the fault-tolerant properties of Paxos commit algorithm for 
distributed transactions [Gray2004], which is used here to coordinate scheduling of grid 
resources that need to be simultaneously available.   
 
3.3 Grid Connection and Transport Reliability 
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This section identifies work, originating from within the research community, on 
improving fault tolerance in networks underlying grid systems. Also, this section 
identifies critical issues in achieving high levels of availability and reliability of network 
resources that are necessary for grid systems. The OGF informational document 
[Ogf2004a] sets forth requirements for network transport in grid systems. Among the 
most important is reliable, rapid transport of bulk data (over 1Gb/s per flow) over 
dynamically allocated, secure connections. Because grid applications are long running 
and require data transport capabilities for extended durations, these connections must be 
reliable and stable for long periods. Another key requirement is multicast transmission of 
large data sets for processing by remote computing resources that operate in parallel.  
Here again, connections must be maintained for extended periods and delivery of data 
must be reliably ensured.  
 
Reliable connectivity and multicast transmission in turn requires highly available and 
reliable grid networks. In realization of this, a number of specifications for reliable 
transport have been published. However, maintaining long-term connections and reliable 
transmission will pose greater challenges in future large-scale global grids. Here greater 
distances will require more resources to create connections, which correspondingly 
increase likelihood of failed links that necessitate rerouting. Unfortunately, currently 
available routing protocols are thought to be inadequate for rerouting failed connections 
in grid applications [Ogf2004a] [Valca2005].  For these reasons, fault tolerance in 
networks for large-scale global grids is an important research problem that must be 
solved to enable implementations to realize reliable transport specifications. The section 
first considers existing standard protocol specifications for reliable unicast point-to-point 
connection and data transport that are relevant to grid environments. Current work on 
evaluating these protocols from the standpoint of reliability is discussed together with 
implementations that realize and strengthen protocol features related to fault tolerance. 
Then, the section discusses research on methods for ensuring reliable connectivity and 
data transport, focusing on the use of overlay, or virtual, networks for grid systems. 
Finally, current research on reliable multicast transmission in grid environments is 
addressed.  
 
3.3.1 Specifications for Reliable Connection and Transport 
 
This section discusses specifications developed for reliable point-to-point unicast 
connection and transmission of data in grid environments. To date, this includes three 
specifications: the GridFTP specification for bulk data transfer and two web service 
specifications for reliable point-to-point connection and message exchange by web 
services, which is also intended for use in grids. A fourth specification, the Simple Object 
Access Protocol (SOAP), underlies web service reliable messaging specifications, and is 
also briefly discussed. The section identifies work that evaluates and strengthens these 
specifications and related implementations from the standpoint of their reliability. Section 
3.3.3 addresses the topic of reliable multicast for grid environments. As with grid 
resources and infrastructure and management services, reliability is often achieved by 
providing underlying mechanisms to improve fault tolerance. Sometimes these 
mechanisms were not designed with grid systems in mind and therefore need to be 
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covered here, for instance the significant body of work on fault tolerant versions of TCP 
such as [Alvi2001] and others. 
 
The GridFTP, version 2 [Ogf2005b] was developed by the Globus alliance and OGF to 
extend the File Transfer Protocol (FTP) [Ietf1985] to permit point-to-point transfer of 
larger, �bulk� data over a wide area network. GridFTP, like FTP, is based on the TCP. 
GridFTP is designed to transfer files by taking advantage of �long fat� communication 
channels to create multiple data streams to significantly improve aggregate throughput of 
large files.  GridFTP assumes fault-tolerance mechanisms provided by the underlying 
TCP. In addition, the basic GridFTP specification employs a checksum technique to 
determine if data was lost during the transfer. The Globus implementation of GridFTP 
has been extensively used by the scientific community. However, a known problem is 
that failure of a GridFTP client necessitates a complete restart of a data transmission, a 
disadvantage for transfer of large data sets.  This is overcome by solutions provided in 
[Lim2004] and the Globus toolkit. In [Lim2004], a recovery mechanism consisting of 
redundant, intermediate brokers operates on behalf of the GridFTP server; a broker stores 
and forwards subsets of data streams originating from the client. In this way, a client that 
fails and recovers can resume transmitting data from an intermediate point rather than 
having to restart the data stream. Broker redundancy ensures fault tolerance in the event 
of individual broker failure. The Globus toolkit [Glob2005] also provides a reliable 
transfer service with transparent, fault-tolerant transfer of data using GridFTP. The 
service uses an intermediate distributed DBMS to track data movement that can be 
resumed in the event of failure. In [Matt2006] GridFTP is compared against other bulk 
data transfer protocols with respect to reliability and other characteristics. 
 
Basic requirements for reliable messaging between web services have been set forth in 
two specifications.  The Web Services Reliable Messaging Protocol (WS-
ReliableMessaging) [Wsrm2005], [Oasi2006b] was originally developed by a group of 
vendors to define a protocol for guaranteed message delivery. The protocol specifies 
procedures for connection establishment, message exchange, and connection termination 
between web services.  WS Reliable Messaging also specifies requirements for tracking 
the status of messages sent between services, guaranteed message ordering, elimination 
of duplicate messages�to allow guaranteed at most once delivery. The OASIS WS-
Reliability specification [Oasi2004c] provides similar capabilities. Both specifications 
prescribe a binding that allows its messages to be encoded and transmitted using the 
XML-based SOAP protocol [W3c2007]. Both specifications are extensible via WSDL 
[Wsdl2001], to allow them to be composed with other web service specifications to 
defined new services. The SOAP protocol is evaluated in [Fang2007], who propose a 
fault-tolerant version of SOAP (FT-SOAP), with features to enable web service 
replication, taking checkpoints, fault detection, and recovery. 
 
In [Pall2005], a comparison of the two web service reliable messaging specifications 
concludes that WS-ReliableMessaging provides more flexible features for re-initiating 
erroneous transmissions and also provides more extensive capabilities for reporting faults 
that occur during transmission. A comparison reported in [Dura2005] found in some 
cases that the two specifications were geared toward responding to different types of 
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failures. These comparative studies serve to illustrate that subtle differences in 
assumptions about the kinds of faults that will be encountered may affect error handling 
in implementations. Initial efforts in implementing WS-ReliableMessaging such as 
[Tai2004], [Pall2005] and WS-Reliability have not yet provided information on their 
effectiveness in grid environments. A comprehensive analysis based on actual operational 
experience is needed to evaluate reliability aspects of these specifications for web-based 
grid applications and to bring to light specific issues that need attention. A performance 
analysis of WS-ReliableMessaging appears in [Pall2005]. Finally, subsequent OASIS 
standardization of WS-ReliableMessaging [Oasi2006b] seems to indicate growing use of 
this specification. 
 
3.3.2 Research in Fault Tolerant Grid Networks 
 
The specifications described in the previous sections provide requirements for reliable 
connectivity and transport of data in grid environments. For implementations to achieve 
reliable behavior called for in these specifications requires effective mechanisms for fault 
detection and recovery within the network. To date, research on grid networks has looked 
toward use of overlay, or virtual, networks dedicated to grid systems as the best solution 
for providing fault tolerance. Here, as with grid resources, the focus has been on recovery 
techniques based on rerouting through redundant network resources reserved for grid use. 
There appears to have been less work on fault detection. 
 
In [Fox2006], [Fox2005], a messaging infrastructure is presented for support of 
communication and large-scale data transfer in web service based grid systems. The 
infrastructure employs redundant distributed intermediate brokers to form a virtual 
software overlay network, the NaradaBrokering system, for managing large data streams. 
The infrastructure supports multiple protocols (including UDP, TCP, and parallel TCP) 
and web service communication through its support of SOAP, WS-Eventing, and WS-
Addressing. The infrastructure implements reliable messaging through its support of WS-
Reliable Messaging, and WS-Reliability to facilitate ordered and guaranteed at-most once 
delivery of messages and events. The underlying system of redundant brokers and links is 
intended to exhibit fault tolerance and guarantee delivery of messages in the face of 
broker and link failure, failure or disconnect of communicating services, link failure, and 
failure of storage devices. The viability of this approach is demonstrated through 
prototype grid applications involving streaming audio and video data and implementation 
of the Grid-FTP recovery mechanism described above [Lim2004]. 
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The OGF informational document [Ogf2004a] identifies efficient routing as a key to 
achieving high availability in networks that serve grid systems. An important aspect of 
routing is traffic engineering [Ietf2002b], the selection of paths through a network to 
maximize data flow within available bandwidth without violating administrative 
constraints. Effective routing mechanisms are important to dynamically reroute grid data 
flows around failed network components. The identification of routing mechanisms 
which will perform well in grid environments is an important topic of research, since 
current Interior Gateway Protocols (IGPs), such as OSPF/IS-IS [Ietf2007a] and BGP 
[Ietf1995], are believed to be insufficient [Ogf2004a].  One solution involves creation of 
virtual overlay networks on top of existing physical networks using Multi-Protocol Label 
Switching (MPLS) [Ietf2001], [Ietf2002c] to provide better bandwidth availability and 
predictable performance. In related work, design of a dynamic grid networking layer that 
provides automatic bandwidth on demand is described by Clapp and colleagues in 
[Clap2004]. Whether these solutions improve network reliability is not known. 
 
Given the research on overlay networks to promote fault tolerance at two different logical 
levels of the network represented by such systems as NaradaBrokering [Fox2006] (at a 
high level) and overlay networks (at a low level), an interesting question to consider is 
whether a combined solution is possible that leverages more than one. For instance, 
would mapping a software overlay represented by a broker network over lower-level 
virtual paths belonging to an overlay network lead to higher levels of availability in a grid 
network? Similarly, would fault tolerance be enhanced by mapping long-distance 
connections between the service islands as described in [Valc2005] onto an overlay 
network? These questions may be future topics of research. More generally, additional 
work on overlay networks is needed to determine how best to deploy these solutions for 
grid environments. It is important to know how management of overlay networks might 
differ for grid applications, particularly with respect to key functions relating to fault 
tolerance 
 
The idea of grid overlay networks brings up the important issue of the degree of control 
by the overlays of the physical network resources that the overlays use and depend on. 
Because of the dependence of overlays on physical network resources, the reliability of 
the overlay also depends on the reliability of the physical resources. For this reason, 
overlays may wish to request allocation of physical resources or be notified of the 
resource failure in order to take appropriate recovery actions. Thus, from a reliability 
standpoint, understanding and controlling interactions between overlays and the 
supporting physical network becomes an area of needed research, especially if multiple 
overlay technologies are employed together as suggested above. Finally for use in grids, 
it is necessary to investigate allocation of dedicated network resources, rather than shared 
resources. Given the heavy demands for data transport in grid systems, ultimately it may 
not be possible to fulfill grid networking requirements without dedicated network 
resources. 
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3.3.3 Reliable Multicasting 
 
Multicast transmission in grid environments is necessary point-to-multipoint 
dissemination of data across a grid. For instance, scientific grid systems may require 
transmission of instrument or simulation data originating at one site to multiple, remote 
storage sites. Perhaps the most popular use of multicast is the Access Grid [Acce2007], 
where large audio and video datasets are broadcast regularly to large groups of 
participants. However, here and in other cases such as [Fox2005], best effort multicast is 
used, which provides high-throughput and low end-to-end delay, but does not provide 
guaranteed delivery [Neko2005]. 
  
Reliable multicast protocols have been the subject of research for years, both within grid 
settings and for more general purpose use. The Nack-oriented reliable multicast (NORM) 
is currently being developed as an IETF standard [Ietf2007b]. In [Neko2005] [Barc2005], 
a series of trials were conduced in a grid testbed that compared performance of NORM, 
the Multicast Dissemination Protocol (MDP) reliable multicast protocol [Ietf1999], and a 
variant of TCP extended for multicasting. The results showed that all three protocols 
exhibited unsatisfactory performance in grid environments. To date, no known studies 
have been conducted of the reliability levels achieved by implementations of NORM or 
of other multicast protocols. 
 
Other researchers [Wate2004] [Bane2002] have proposed use of multicast overlay 
networks for grid applications, using clustering algorithms to organize multicast groups 
into multi-level hierarchical trees for efficient transmission. While these solutions 
provide good performance for moderately-sized multicast groups in wide area networks, 
they do not provide guaranteed reliable delivery. In [Jo2005], a diagnostic tool is 
described for analyzing multicast transport problems in the Access Grid. In [Rena2006], 
progress is reported in using the TRAM (Tree-based Reliable Multicast) protocol 
[Chiu1998] in a hierarchically organized compute grid designed for task farming.  A 
survey of current reliable multicast technology [Pope2007] reviews alternative solutions 
and research problems under investigation. This report and the current status of NORM 
appears to indicate that reliable multicast transmission technology is essentially still a 
work in progress, with no off-the-shelf solution yet available for grid computing 
environments that provides both reliability and performance at large scale. 
 
3.4 Reliability Concerns from an Overall System Perspective 
 
This section discusses approaches to grid reliability that consider a grid system as a 
whole, rather than focusing on individual grid resources or collections of resources. There 
are two classes of such approaches. The first considers the grid from an architectural 
standpoint. A grid architecture can be viewed as a high-level design or blueprint of a grid 
system consisting of sites and their interconnections. An architectural approach seeks to 
analyze this high-level design to determine how to improve the overall reliability of the 
grid, as for instance, by identifying architectural alternatives that are more fault tolerant. 
The second approach involves viewing the grid as a complex system, in which the 
individual behaviors of large numbers of components may collectively produce a global 



DRAFT DOCUMENT,  Christopher Dabrowski, 9/10/2007 

 20

behavior that could not have been easily predicted by understanding the behavior of the 
components. If the resulting global behavior results in degradation of the overall 
performance of the grid system, this obviously represents a fault which reduces overall 
reliability. For this reason, the study of grids as a complex system is important for 
improving grid reliability. 
 
3.4.1 Grid Reliability from an Architectural Perspective 
 
In this document, the term grid system architecture refers to the structure of a grid 
system, which is composed of various interconnected sites consisting of nodes2 on which 
grid resources reside. Architectures may be differentiated by different topologies of sites. 
For instance, one can contrast a hierarchical architecture in which sites are organized in a 
logical tree with a decentralized architecture in which interconnections between sites 
assume no particular pattern.  Architectures can also be distinguished by choice of 
geographic location and physical distance between sites. They may also be distinguished 
by the distribution of nodes across sites: e.g., a few sites with many nodes vs. many sites, 
each with few nodes.  In addition, architectures can be differentiated by the number and 
location of key management and infrastructure services, an aspect that is closely related 
to the issue of service replication, discussed above. The organization of these services 
and their relationship to each other, in part, determines the paths for messages required to 
manage the grid system, which is also an aspect of architecture that influences reliability. 
 
From the perspective of grid systems reliability, an important and necessary question to 
ask is whether differences in architecture impact system fault tolerance. Reliability may 
be improved by identifying topological alternatives or that are more fault tolerant or by 
determining locations of infrastructure and management services that are more fault 
tolerant. Reliability may also be improved by determining which components should be 
prioritized for testing, as in [Song2007], [Topk2006]. At present, this appears to be an 
insufficiently investigated question, though preliminary inquiries along these lines also 
can be found in [Bezz2006], [Fox2006]. A reliability analysis of a grid system that is 
partly based on an architectural model is presented in [Xie2004]; this is described below 
in section 5 on reliability measurements. The OGF Configuration Description, 
Deployment, and Lifecycle Management (CDDLM) [Ogf2006b] document describes an 
architecture for configuration and deployment of grid resources that makes provisions for 
fault-tolerant behavior by resources.  
 
3.4.2 Grid Reliability from the Complex Systems Perspective 
 
Complex systems are large collections of interconnected components whose interactions 
lead to emergent global behaviors that are not necessarily predicable from component 
behaviors. Because of their scale both in terms of number of components and number of 
interactions, the development of tractable methods to understand causes of emergent 
global behavior presents a challenge. From the standpoint of grid reliability, the study of 
grid systems as complex systems seeks to develop analytical methods that reveal global 
states a grid may enter into in which performance is impaired to the degree that 
                                                
2 This concept is distinguishable from a reference model architecture, such as OGSA [Ogf2006c]. 
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constitutes a system-wide fault state. Understanding causes of emergent behavior 
provides a basis for developing decentralized methods of control, which when 
implemented by components across a grid, lead to desirable global fault-free states. 
 
Work toward developing simulation tools to study dynamics of grid systems is reported 
in [Liu2004]. Other work demonstrates the importance of viewing a grid as a complex 
system using simulation studies. In [Mill2006], it is shown that when randomly subjected 
to malicious spoofing designed to interfere with resource allocation actions on a global 
scale, a plausible response intended to isolate spoofed service providers can actually lead 
to further degradation of global system performance. Subsequent work in [Mill2007] 
demonstrates feasibility of using current web service and grid specifications to allocate 
resources on basis of supply and demand in a grid compute economy. Results show 
decentralized economic methods yield good performance even when service providers 
are overloaded or subject to random failure. 
 
By studying grids as complex systems and developing methods to understand causes of 
emergent behavior grids, future administrators will be able to promote global reliability 
of present and future large, decentralized grids.  
 
4. Reliability of Grid Applications 
 
Reliability can also be considered from the user application perspective-----that is, the 
reliability of the application itself.  Grid applications are dynamically enabled by first 
using discovery services to find appropriate grid resources and then using resource 
allocation services to schedule execution of application processes and data operations. As 
applications execute, application data moves to and from assigned resources over the 
network, often dedicated for grid use. Remote job management functions are used to 
coordinate execution activity and return results to the user. From the application’s point 
of view, there often are no guarantees as to the reliability of resources which have been 
allocated for its use. Similarly, the application may itself provide code or data that causes 
faults. Therefore assuming a worst case scenario, application developers have often taken 
steps to ensure their applications achieve some degree of reliability by designing their 
applications to have fault tolerant features.  
 
This section considers efforts undertaken to make grid applications more fault tolerant. 
The section first considers fault tolerance for individual processes that belong to the 
application. Here, the focus of efforts within the OGF have centered on the grid 
checkpoint and recovery specification [Ogf2005a].  The section then focuses on the topic 
of fault-tolerance in resource compositions created to execute grid workflows using web 
service technology. Workflows effectively involve many processes executed by a 
collection of remote, cooperating grid resources implemented as web services.  The 
overall computation must exhibit resilience in face of faults in, and failures of, single or 
multiple resources organized in the workflow. 
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4.1 Fault Tolerance of Remote Application Processes 
 
The OGF Grid Checkpoint and Recovery Service Working Group is specifying 
requirements for a service that can checkpoint individual processes and transfer 
checkpointed data to new platforms [Ogf2005a] where the process can be restarted. This 
service includes a function for notification of critical events, including failure and job 
resubmission. The specification is currently under development. The proposed service 
excludes checkpoint operations that involve more than one process. The OGF document 
Use-Cases and Requirements for Grid Checkpoint and Recovery [Ogf2007a] provides a 
set of requirements for an API to the proposed checkpoint service that assumes the 
service is being accessed and controlled by an end-user grid application.  It appears 
therefore possible that an application organized as a workflow with multiple processes 
might invoke the checkpoint and recovery service separately for each process as an action 
in a workflow. Once work on this specification is completed, it is reasonable to expect 
that the checkpoint and recovery service might be used in this fashion. 
 
4.2 Fault Tolerance of Grid Resource Compositions and Workflows 
 
In recent years, there has been a significant amount of research devoted to developing 
methods of workflow composition and management in web-service based grid 
environments. Most of this work appears to be intended to develop basic capabilities for 
defining workflows. Only one known survey of research grid workflow management 
tools [Yu2005] reports fault-management characteristics of these systems. In addition, 
there has been some research on using generic web-services workflow languages and 
tools in grid environments. This section surveys web service composition and workflow 
methods developed specifically for grid systems as well as methods developed for 
generic web service environments that have been used for grids. 
 
4.2.1 Fault Tolerance of workflows composed with languages and tools for grid 
environments  
 
The fault tolerance of grid resource (or service) compositions and related workflows can 
be considered from two perspectives: (1) the fault-tolerance of individual grid resources 
participating in the composition; and (2) fault-tolerance at the level of the composition or 
workflow, as a whole. These are referred to in [Hwan2003] and [Yu2005] as task-level 
and workflow-level perspectives, respectively. Regarding the task-level perspective (1), 
methods for taking checkpoints, restart, resource replication, and process migration can 
be used to mask faults of individual resources so that they do not effect the larger 
computation defined by the workflow. These methods were discussed above. In regards 
to the workflow-level perspective, an important question is how to respond to the real-
time failure of a computation in the workflow so as to minimize impact on the entire 
computation, defined by the workflow.  
 
For workflow-level failure (2), [Hwan2003] identifies recovery methods defined for, and 
initiated from, the workflow. These include conditional rerunning of failed tasks on 
alternative resources that may be slower but more reliable, techniques that exploit 
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redundancy, and user-defined techniques. [Yu2005] identifies workflow management 
tools for grid systems that support workflow level recovery mechanisms of this type, 
including [Tann2002], [Deel2003], [Hwan2003], [Yu2004], [Fahr2005], and [Alti2005]. 
[Ra2005] also appears to provide workflow-level recovery. Other service composition 
and workflow languages and tools have been developed specifically for scientific grid 
environments, such as [Kris2002], [vonL2004], [Baus2003], and [Schn2006] that do not 
appear to provide workflow-level fault handling provisions. Other work relevant to grid 
workflows includes the adaptive checkpointing and recovery scheme of [Xian2006], as 
described above. 
 
To date, no standard specification on workflow definition and management has been 
produced that is specifically designed for grid environments. The OGF has chartered a 
research group on this topic.  
 
4.2.2 Fault Tolerance of grid workflows composed with languages and tools for 
generic web services environments  
 
Standard specification languages have been produced for defining and managing generic 
web service workflows that have been used in grid systems with some success. These 
languages do not specifically take into consideration fault-tolerance in grid environments. 
The OASIS BPEL4WS [Oasi2006a] specification language provides extensive workflow-
level mechanisms for fault handling within web service compositions and workflows, 
using traditional throw and catch semantics to react to faults. Several researchers have 
demonstrated the feasibility of using this specification to compose grid resources 
[Tart2003], [Emme2005], [Cybo2006], [Leau2006], [Turn2007], citing as an advantage 
the reusability of workflow definitions. However, in [Tart2003], it is observed that in 
cases where members of BPEL4WS compositions compute a result concurrently, as is 
often the case in a grid system, failure of one member requires termination of all,[CED1] 
requiring restart of the computation. In response [Tart2003] propose mechanisms that, in 
certain cases, would permit a concurrent aggregated computation to continue. An XML-
based specification language is provided to allow specification of such actions as part of 
the web service definition. 
 
Other web service specifications for coordination of distributed web services address 
fault-tolerance in a general, web service context. The OASIS standard WS-Coordination 
[Oasi2007] specifies handling of a limited number of fault types, not specific to grid 
systems. The OASIS Business Transaction Protocol [Oasi2004a] and WS-Transaction 
specification [Cox2002], developed by a group of vendors for web service business 
applications, also do not address faults in grid environments. At this time, there is no 
known work on fault tolerant aspects of using WS-Coordination and WS-Transaction in 
grid environments. Works such as [Koeh2003], which compare different approaches to 
forming web service workflows and identify open problems in service composition, do 
not treat reliability issues extensively. 
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4.3 Merging the Application with Grid Resource Fault Tolerance Strategies 
 
The preceding discussions have contrasted two different approaches to ensuring fault 
tolerance in grid systems.  The first approach is to ensure that grid resources, grid 
management services, and network resources serving the grid are themselves fault 
tolerant. Section 3 discusses methods and research related to this approach. The second is 
to attempt to ensure fault tolerance in grid applications, discussed in this section.  Grid 
system designers, users, and providers need to consider the relationship between the two 
approaches. Determining when to use either approach is necessary to prevent unnecessary 
redundancy. Applications and application workflows may not need to take separate fault-
tolerant actions if the grid resources they use already provide adequate fault-tolerant 
capabilities. For instance, a grid workflow need not prescribe recovery actions for a set of 
nested parallel processes if the grid resources hosting these processes take coordinated 
checkpoints. Yet when grid resources are known to be unreliable, as is often the case, it 
would be prudent for applications to attempt to ensure fault tolerance themselves. For 
this, applications will have to obtain cooperation of providers for checkpoint and failover 
operations. One can envision users and grid resource providers negotiating how fault 
tolerance is to be provided as part of creating a service level agreement [Ogf2007b]. To 
enable this coordination will require standardized conventions for describing and 
negotiating fault tolerance capabilities that can provide a basis for automating this 
process in future systems. The development of standardized conventions for this purpose 
is therefore a topic for future research.  
 
5. Reliability Issues and Preliminary Requirements. 
 
This section summarizes requirements for capabilities that need to be developed to ensure 
reliability in current and future grid systems and identifies needs for evolving current 
standard specifications to support reliability and fault tolerance. These requirements 
identified here are based on problems being addressed by the work of researchers and 
practitioners discussed above as well as issues that are raised and implied by this work. 
 
5.1 Fault Removal through Development of Methods and Tools for Testing 
 
Fault removal is a necessary prerequisite to fault tolerance. As discussed in section 3.1.4, 
there is a strong argument for the economic benefits of testing. As first step, an 
understanding is needed of cost-benefits of testing grid components to determine which 
grid functions and what kind of tests (component tests, integration tests, interaction tests, 
etc.) would be most cost effective. Areas of special consideration should be testing of grid 
infrastructure and management services and testing of grid workflow compositions. To 
date, there has been little work done on developing testing methods and tools for grid 
systems. 
 
5.2 Fault Detection for Grid Resources 
 
Over the longer term, large-scale global grids will require fault detection systems that are 
scalable with respect to number of resources to be monitored and the physical distances 
in wide area networks. Fault detection systems must assume that grids are dynamic and 
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must operate in the face of administrative boundaries and firewalls.  Further, grid fault 
detection systems must themselves be fault tolerant and not be subject to a single point of 
failure. The authors of [Mogi2006], [Wang2006] and others have argued that increasing 
scale of grids will result in greater frequency of hard-to-diagnose faults, such as 
Byzantine faults or faults that propagate across grid components. Additional research will 
be necessary to categorize the relevant fault types and to understand their impact on the 
grid and how best to effect recovery. The potential difficulty presented by occurrence of 
faults in grid systems argues for research on methods for fault isolation and diagnosis 
specific to grids. In current systems, isolation and diagnosis relies on static topological 
models of a network that are likely to be inadequate in the face of the scale and 
dynamism of future grid systems. It is also notable, that there has been little work thus far 
on the issue of detecting and diagnosing external attacks and malicious activity in grids. 
 
5.3 Recovery Methods for Grid Resources 
 
In the area of recovery methods, general guidelines are needed for selecting different 
recovery methods under different circumstances and in response to different fault types; 
as for instance, when to use checkpoint and process migration rather than replicated 
resources on hot standby that compute in parallel. Individual recovery methods need 
research.  Future grid systems will require efficient methods for taking coordinated 
checkpoints of interacting, parallel processes that are also scalable and robust in the face 
of clock synchronization and time zone issues. Another issue is finding methods for 
determining the optimal number and location of resource replicas to maximize overall 
system benefits. To do this requires better understanding of the tradeoff between 
improved fault tolerance versus overhead in managing replicas. Closely related is the 
question of developing efficient methods for correctly synchronizing replicas. Dynamism 
of the grid and the ability to cross administrative boundaries and firewalls must also be 
considered in replica coordination. Additional work is required on how to best to 
implement replica coordination solutions using web service specifications. Finally, the 
MPI specification for communicating parallel processes [Mpi2003] needs to be examined 
to determine (1) if this specification is to be the basis for future grid systems; and (2) if 
so, to decide what extensions are needed to enable respective fault tolerance operations. 
 
In the area of data replication in grids, most work has considered how to improve system 
performance rather than fault tolerance. Therefore, as in resource replication, it may be 
desirable to have guidelines on selecting the number and location of replicas to maximize 
tradeoff between improvement in fault tolerance and additional overhead replica 
management. Here, issues of scalability, extension of replication activities over 
administrative boundaries and firewalls, and system dynamism must also be considered. 
 
5.4 Special Requirements for Infrastructure and Resource Management Services 
 
Since infrastructure and management services are implemented in the manner and other 
services, the requirements listed in section 5.1 for grid resources apply here. One 
important difference, however, is the criticality of infrastructure and management 
services to the grid. Ensuring their reliability has a higher priority. Hence, tradeoffs 
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involving level of fault tolerance versus overhead costs will be different.  A system 
should be willing to tolerate greater cost in employing mechanisms such as process 
replication or taking coordinated checkpoints to ensure reliability of grid infrastructure 
and management services. For instance, a grid system should be willing to incur the 
additional overhead of providing replicated hot standbys for key inter-side schedulers or 
authentication services. For this reason, separate studies of tradeoffs between fault 
tolerance and overhead costs are needed for this special class of services. Similarly, it 
would be desirable to further specialize fault-tolerance techniques considered for grid 
resources (section 3.1) for grid infrastructure and management services. Finally, 
developing test and certification methods should have a higher priority for infrastructure 
and management services. 
 
5.5 Grid Networking and Data Transport 
 
In principle, networking resources also have requirements for fault detection and 
recovery, as do other kinds of resources. The use of overlay techniques to link network 
resources into virtual grid networks raises issues related to techniques for fault tolerance 
that are specific to virtual networks. Further efforts will be necessary to identify and 
develop methods for fault detection and isolation, troubleshooting, and dynamic rerouting 
that meet the requirements for availability and transport of large data sets identified in 
large-scale global grids [Ogf2004a]. Another important question is whether it is 
advantageous and possible to combine overlay systems designed to operate at different 
logical network levels to achieve higher overall levels of fault tolerance.  Research is 
needed into methods for control by grid overlays of the physical network components the 
overlays depend on. Similarly, the use of dedicated physical network components for grid 
networks needs to be examined. These issues are discussed at greater length in section 
3.3.2. Finally, current standard network specifications that impact grid computing need to 
be examined to determine if extensions are needed to enhance reliability. One possibility 
is making permanent fault-tolerant extensions to GridFTP by specifying an API for a 
service that provides additional fault tolerant capabilities or directly extending the basic 
specification. Another important area is determining requirements for reliable 
multicasting and completing a standard specification that provides needed capabilities.  
 
5.6 Fault Tolerance Requirements from the application perspective 

 
Application fault tolerance in grid systems is both potentially complimentary to fault 
tolerance provided from within grid systems as well as unnecessarily redundant. Section 
4.3 discussed the need to coordinate fault tolerance actions originating from applications 
with actions originating from providers of grid resources. Coordination between 
application and provider requires development of standardized conventions for describing 
and negotiating fault tolerance. A second area of requirements involves creation or 
extension of standard workflow definition and control languages that are specific to grid 
systems that provide fault tolerance for nested parallel processes. Finally, there is a need 
to develop generic test methods specifically for workflow compositions, focusing on 
identifying faults that are likely to arise when components interact. 
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6. Current Work on Reliability Metrics and Preliminary Measurement 
Requirements. 
 
Given the preliminary nature of work on reliability of grid computing systems, it is not 
surprising that work on identifying specific requirements for grid reliability metrics is 
also just beginning. A grid system presents a myriad of potential measurements that one 
can make which arguably impact reliability. This section discusses initial work on grid 
reliability metrics and identifies some preliminary requirements for grid system metrics.  
 
6.1 Work on Grid Reliability Metrics 
 
Early attempts at defining reliability metrics for grid networks were made by [Lowe2003] 
and the OGF network measurement group [Ogf2004b] whose work led to a proposed 
standard for representing network entities and measurements of their properties. Aside 
from this work, there have been several efforts to develop metrics on grid systems. In 
[Chun2004], performance and robustness of a Globus-based grid system was tested by 
measuring responses to a patterned series of query and file-transfer operations, or probes. 
Failed or delayed responses to probes are used as basis for quantitative estimates of 
robustness and stability of a grid. More recently, [Coll2007] described a framework for 
evaluating quality-of-service (QoS) provided by grid systems that is based partly on use 
of service-level agreements. To gauge QoS, this work relied on traditional network 
performance-based metrics such as network delay, response time, and throughput, but 
also introduced service-level metrics for service accessibility and availability. In 
[Lei2007], data replica optimization algorithms are evaluated using data availability 
measures, expressed as ratio of files unavailable to files requested and the ratio of bytes 
unavailable to bytes requested.  
 
A comprehensive analysis method for measuring the reliability of a grid system in the 
face of known component failure rates is presented in [Xie2004]. Here, the reliability of a 
grid system is represented by the probability that a set of grid applications, or programs 
executing on the grid, will complete. This method assumes a grid system model that 
consists of a physical grid network comprised of nodes connected with links, software 
programs running on nodes, a set of grid resources associated with each node, and a 
resource management system which maps user resource requests to existing grid 
resources. The method further assumes knowledge of failure rates of each these 
components and communication delays. Distributed grid programs, or workflows, are 
represented by a set of alternative minimal resource spanning trees (MRSTs), where each 
MRST is composed of a combination of nodes, links, and processes running on nodes. 
For a workflow to succeed, only one MRST associated with the workflow must succeed. 
Given an instantiation of the grid system model as a set of nodes, links, and resources that 
have known failure rates together with a set of assigned grid workflows represented by 
alternative MRSTs that employ a subset of the model, Xie derives an equation for a total, 
or comprehensive, grid system reliability�expressed as the probability that all grid 
programs will complete. While this approach certainly provides a useful measurement, it 
requires firm knowledge of failure rates of all system components. Further work on 
developing reliability models such as this would seem to be desirable. 
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6.2 Preliminary Requirements for Metrics 
 
Clearly, more work is needed on metrics to measure aspects of grid systems other than 
network properties.  However, based on what efforts have been made, three initial classes 
of metrics appear to be of interest to grid researchers, which may form the basis for initial 
requirements.   
 

• The first are grid network metrics covered in [Ogf2004b].  
• The second, partly based on the very preliminary body of work represented by 

[Chun2004] and [Coll2007], is the need for formalizing operational definitions of 
metrics to measure both availability and reliability of individual grid resources, as 
these concepts are defined in section 2. The need for these types of metrics is also 
supported indirectly by work on fault tolerance for individual grid resources 
described at length in section 3. As a practical matter, some basic measure of the 
effectiveness of different solutions is needed to provide a baseline for evaluation 
and comparison. Similarly, grid users, even at this early stage in the development 
of grid technology, need standard reliability and availability metrics to evaluate 
potential use of different resources they might find in a grid.  

• The third is a broader measure of reliability that can be applied to larger portions 
of a grid system. The one example of [Xie2004] involves individual grid 
workflows and collections of workflows that comprise an operational grid system 
at any time. The requirement for this type of metric is also underscored by needs 
of users who must be able to evaluate reliability of a grid system as a whole. 

 
The second and third classes of metrics are based on records of observed incidences of 
faults occurring in individual components or groups of components.  A fourth possible 
class of metrics can be considered that measures potential for global system failure or 
performance degradation that stems from hard-to-predict emergent behaviors precipitated 
by the actions of many individual grid components. Here, measurement methods are 
needed to evaluate, and predict, behavior of grid systems as complex systems [Mill2006]. 
This class of metrics, in contrast to the first three, appears to be more the subject of basic 
research. 
 
7. Summary and Future Work. 
 
To be written -- this section summarizes the document and discusses future work, if any. 
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Appendix 
 
This section provides a cross-reference list of major topical areas of grid reliability and 
references. Each section lists references for works that focus on reliability in grid 
computing as well references for more general works that are relevant to grid computing. 
 
A.1 Grid Resources (Section 3.1) 
 
Fault Detection 
 
Grid References: [Duar2006], [Hori2005], [Ietf2002a], [Jain2004], [Jits2007], 
[Kola2005], [Stel1999], [Li2006], [Wang2006], [Xian2006].  
General References: [Chen2002a], [Choi1999], [Das2002], [Gupt2001], [Grus1998], 
[Keya2002], [Mogi2006], [Oasi2004b], [Yemi1996].  
 
Recovery 
 
Checkpointing and Process Migration 
 
Grid References: [Bosc2002], [Bout2005], [Cond2007], [Gabr2003], [Jits2007], 
[Lanf2002], [Lean2004], [Lima2005a], [Lima2005b], [Liu2005], [Ogf2005a], [Sun2005],  
[Woo2003], [Yeom2006]. 
General References: [Batc2004], [Bunt2007], [Elno2002], [Grah2002], [Louc1998], 
[Milo2000], [Zand1999]. 
 
Replication of individual resources (services) 
 
Grid References: [Abaw2004], [Andr2002], [Lac2006], [Lee2001], [Town2005], 
[Valc2005], [Verm2003], [Zhan2004], [Zhan2006a]. 
General References: [Marc2001], [Hill2005], [Qui2001], [Sant2005]. 
 
Replication in data grids 
 
Grid References: [Bell2002], [Bell2003], [Cher2002], [Cher2004], [Cher2005], 
[Deri2004], [Dull2001], [Hosc2000], [Lame2002], [Lei2007], [Lui2006], [Rang2001], 
[Rang2002], [Ripe2002], [Stoc2001], [Taki2005], [Zhan2006b]. 
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Fault Removal through testing and code certification 
 
References: [Demm1989], [Khar2004], [Look2004a], [Look2004b], [Look2005], 
[Look2007], [Rti2002], [Song2007], [Topk2006].  
 
A.2 Grid Infrastructure and Resource Management Services (section 3.2)  
 
Please note that the references listed above in section A.1 also contain methods that apply 
to grid infrastructure and resource management services. The following references 
discuss reliability specifically for infrastructure and management services. 
 
Grid References: [Anan2003] [Cher2002] [Cher2004], [Cher2005], [Czaj1999], 
[Deri2004], [Hilt2001], [Hued2006], [Juha2003], [Kuo2005], [Macl2006], [Ripe2002], 
[Wald2006], [Yosh2005]. 
General References: [Gray2004]. 
 
A.3 Grid Connection and Transport Reliability (section 3.3)  
 
Specifications for Reliable Connection and Transport 

 
Grid References: [Glob2005], [Lim2004], [Matt2006], [Ogf2005b]. 
General References: [Alvi2001], [Dura2005], [Fang2007], [Ietf1985], [Oasi2006b], 
[Oasi2004c], [Pall2005], [Tai2004], [Wsdl2001], [Wsrm2005], [W3c2007]. 
 
Research in Fault-Tolerant Grid Networks 
 
Grid References: [Clap2004], [Fox2005], [Fox2006], [Lim2004], [Ogf2004a], 
[Valc2005]. 
General References: [Ietf1995], [Ietf2001], [Ietf2002b], [Ietf2002c], [Ietf2007a]. 
 
Reliable Multicasting 
 
Grid References: [Acce2007], [Bane2002], [Barc2005], [Fox2005], [Ietf2007b], 
[Jo2005], [Neko2005], [Rena2006], [Wate2004].  
General References: [Chiu1998], [Pope2007]. 
 
A.4 Reliability Concerns from an Overall System Perspective (section 3.4)  
 
Grid References: [Bezz2006], [Fox2006], [Liu2004], [Mill2006], [Mill2007], 
[Ogf2006a], [Ogf2006c], [Song2007], [Topk2006], [Xie2004]. 
 
A.5 Reliability of Grid Applications (section 4) 
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